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Abstract— This paper presents a development of an intelligent 

assistant robot empowered by an embedded system device 

capable of efficiently managing diverse environments such as 

restaurants, banks, homes, and other business spaces. The 

system is designed around a microcontroller-based voice 

communication module for speech communication with 

sensors and smart devices. Several cutting-edge software 

programs are included in it to recognize faces, organize duties, 

and respond to particular inquiries and requests. To control 

the home and its various applications, an embedded system 

serves as a local server. Through this central control, the robot 

exhibits a wide range of activities, catering to customer 

inquiries in multiple ways. These responses may include verbal 

interactions, expressive gestures, or the execution of specific 

software tasks, all tailored to ensure a satisfactory user 

experience. The versatility of the robot's actions contributes to 

its effectiveness in handling customer needs and enhancing 

overall operational efficiency. By leveraging the capabilities of 

the embedded system device and employing advanced software 

algorithms, this paper demonstrates the potential of intelligent 

robotics in revolutionizing various industries. The smart 

assistant robot's ability to seamlessly communicate, 

comprehend, and respond to human interactions paves the 

way for enhanced customer service, streamlined operations, 

and improved productivity. The results show a wide variety of 

activities the robot can take to respond to customer inquiries. 

The actions executed can be verbal responses, gestures, or any 

kind of software task. 

Keywords— Smart Assistant Robot, Android-based smart devices, 

Speech Recognition and Face Recognition 

I. INTRODUCTION 

This paper outlines the design process for 

an assistant robot and offers illustrations of both 

unsuccessful and successful designs. This paper’s 

goal was to build a robot's behavior in order to 

research interactions between humans and robots 

and potential uses for those interactions. 

Revised: 16 June, 2023, Accepted: 21 July   , 2023         

 

 The initial problem set, the tools needed 

for the paper, the setup needed for the paper, the 

design process, the simulation and 

implementation, issues with the paper and 

potential remedies, and finally, the design flaws 

will all be covered in this essay. [1]. The IEEE-

RAS International Conference on Humanoid 

Robots [2] states that the study of humanoids is a 

developing topic of study and will continue to be 

essential to robotics research. Humanoids and 

intelligent assistants can be seen as a substitute for 

human caretakers for seniors and people with 

special needs, acting as everyday companions. 

According to projections, the elderly will make up 

35% of the population in Europe, 28% in North 

America, 25% in South America, and 24% in Asia 

by 2050 [3]. Since most people, especially 

seniors, spend a lot of time at home, their habitat 

significantly impacts their quality of life. Living 

alone has a number of negative effects that may 

make it more likely for elderly people to 

experience depression [4]. Therefore, it is crucial 

for society as a whole to increase people's sense 

of security and comfort at home. Because of this, 

maintaining personal care and offering emotional 

support are essential everyday tasks in the caring 

position.  

There are few focused works combining 

digital assistants with assistive robotics in HRI 

scope, and there are few recent implementations 

of them in smart environments in the literature. In 

[5] and [6], the literature provides a number of 
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measures to assess human-in-the-loop situations 

based on actual encounters, teleoperation, or 

actively commanding the robots. Others [7], [8], 

and [9] propose novel methods of autonomy for 

assessing the effectiveness of HRI. Smart home 

applications and networked devices like smart 

thermostats and home automation tools are 

pushing these constraints even further. [10] gives 

a thorough analysis of robotic home device 

applications and smart home software. A digital 

assistant device that manages a manipulator robot 

framework is suggested for control system aspects 

in [11] and [12]. [13] discusses how these gadgets 

are playing a bigger role in our social interactions 

with a focus on human behavior. [14] makes the 

case that these gadgets can even help us become 

better language learners. Yet, these measurements 

need to broaden their coverage due to the 

unanticipated popularity of digital assistant 

devices, reasonably priced homes, and assistive 

robotics applications. 

In this paper, the conception and practical 

implementation of an intelligent system—a 

humanoid robot that converses with humans in 

natural language, much like popular assistants 

have been discussed. The robot is capable of 

recognizing faces that are already present across 

the surrounding area. Additionally, it can talk to 

users, communicate with them, and set alarms and 

reminders to help them remember crucial daily 

activities. 

 

II. SYSTEM ARCHITECTURE 

A personal assistant provided in the form of an 

aiding robot outfitted with an embedded interaction 

platform and an integrated vision system is the 

proposed solution in this study. It has been built 

and designed to hold conversations, use voice 

commands to interact with people and smart 

devices, find people, and count their faces. Figure 

1 depicts the overall design of the system. The 

audio and video equipment is configured for user 

engagement and communication. A camera has 

been put on each eye of the robot to continuously 

collect a succession of images that would be 

relayed to the processing unit using the "TCP/IP" 

protocol in order to allow the robot to monitor its 

surroundings. To analyze photographs and allow 

the robot to recognize and identify people and 

items it sees, an image processing platform was 

created. 

Smart Assistant Robot

Actuators

Sensors
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Processing unit
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communication

Module

 

Fig. 1: Global System Architecture 

  

Natural language processing is the foundation of 

the voice communication system. Our personal 

voice assistant was built around a system to 

interact, reply to user inquiries, and order smart 

home appliances from a distance. For establishing 

a connection between the robot and the people, the 

communication protocol was chosen.  

1. Voice Communication  

One of its key features is the robot's capacity to 

engage and converse in a voice that is realistic and 

similar to that of a person. The architectural layout 

of the vocal communication platform is shown in 

Figure 2. It serves as the humanoid's interface 

with the user.  
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Fig. 2: Voice program Architecture  

An inquiry was done to determine how to 

create the intelligent voice assistant and the use of 

a microcontroller as the solution was decided 

upon. The Arduino software program served as 

the foundation for the proposed vocal 

communication system [15]. It uses the C++ 

programming language to manage speech 

acquisition, keyword recognition, speech-to-text, 

and text-to-speech conversion via a number of 

interconnected components. Each application 

offers several abilities that offer various 

specialized functions. The assistant searches for 

the appropriate expertise to bring a suitable 

response as soon as it hears the wake-up word 

followed by a request. 

 

2. Image Processing  

One of the key humanoid abilities is the 

capacity to identify individuals and locate their 

faces. The robot can be wiser and more easily 

observed by its surroundings thanks to the vision 

system that is put on it. Figure 3 describes its 

overall operation in detail. MATLAB is used in 

the image processing platform [16]. The face 

detection and recognition procedure have been 

implemented using a number of deep learning 

techniques. 
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Fig. 3: Vision System  
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Fig. 4: Operating principle of the recognition 

algorithm  
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After that, all essential setups were done to 

enable speech and vision system communication. 

This enables us to give voice commands to our 

robot asking it to find and identify the faces of 

humans. The model in Figure 4 describes in detail 

the processes necessary to operate the vision 

system. A spoken order to start the video stream 

through the camera is input into the vision system. 

The built application then continuously looks for 

faces in the photographs that were collected.  

III. TEST AND RESULT  

It takes a strong embedded structure to ensure that 

our server's data processing and management 

functions as intended. The successful integration 

of the effective system on the "Arduino" board is 

shown in Figure 6. The testing results show that 

the system's efficient speed and optimized energy 

usage are well-balanced [17]. 

  

Fig. 6: Microcontroller kit  

The Arduino module has a robust and compact 

design that makes it recommended for high-

performance computing.  

 

Fig. 7: Camera 

The camera module is supplied by a single 

+3.3V power source, as seen in the figure above. 

The camera module's XCLK pin receives its clock 

signal from an external oscillator. When the 

camera's internal registers are properly configured 

via the I2C bus, the camera supplies pixel clock 

(PCLK) and camera data back to the host with 

synchronization signals like HREF and VSYNC. A 

low-cost, 0.3 megapixel, CMOS color camera 

module called the OV7670 can produce images 

with a 640x480 VGA resolution at 30 frames per 

second. The integrated LDO regulator of the 

OV7670 camera module means that it just requires 

a single 3.3V of power and may be used with 

Arduino. A camera is one of a robot's key sensors. 

Nevertheless, for the sake of presenting the 

fundamentals, we are merely utilizing a basic, 

inexpensive webcam or the built-in cameras on our 

laptops. There are several high-end camera types 

that would be perfect for robotics, such as a stereo 

camera. 

 

Fig. 8: the voice recording module is based on the 

ISD1820 chip 

It's easy to utilize this module. Direct control is 

possible via a push button on the module itself, or 

automatic control is possible using a 

microcontroller like an Arduino. The voice may be 

readily controlled, recorded, replayed, and 

repeated. 
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Fig. 9: Face recognition application   

  

Any person in front of the camera can have 

their face recognized by our aiding robot. This 

practical application, depicted in Figure 9, was 

incorporated into the software with the intention 

of enhancing the interaction between humans and 

robots. The face-detection system uses features to 

identify faces, sends greetings, and makes a 

forecast by returning the name of the individual if 

it is known. 

IV. CONCLUSION 

In this study, a Humanoid robot prototype 

is intended to provide the required assistance in 

various contexts. The helping robot is able to 

communicate with people. Many apps built into 

the software allow it to set up chores, recognize 

people, and respond to specific questions and 

requests. The entirety of the robot's actions can 

take the shape of software tasks, mechanical 

motions, and verbal responses. The following 

features can be conducted: 

1. The development of an intelligent assistant 

robot empowered by a microcontroller-based 

voice communication module and an 

embedded system enables seamless speech 

interaction with sensors and smart devices. 

2. With the integration of cutting-edge software 

programs, the robot gains the ability to perform 

tasks such as facial recognition, duty 

organization, and personalized responses to 

specific inquiries and requests.  

3. The embedded system functions as a localized 

server, taking charge of controlling the various 

applications within the home or establishment. 

4. The robot exhibits a wide range of activities, 

including verbal responses, gestures, and 

software task execution, tailored to ensure a 

satisfactory user experience. 

5. The results demonstrate the effectiveness of the 

robot in handling customer inquiries and 

enhancing operational efficiency. 

6. By leveraging the capabilities of the embedded 

system device and employing advanced 

software algorithms, this paper showcases the 

potential of intelligent robotics in 

revolutionizing various industries, paving the 

way for enhanced customer service, 

streamlined operations, and improved 

productivity. 
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