
Vol.43, No.2. July 2024 

385 

 

                                                                                       http://jaet.journals.ekb.eg           

A Novel, Robotic Assistant in the Education Using Embedded 

Systems 
Ezzat A. A. 1, Ahmed A. Zaki Diab2, Amr E. Rafaat1 

1 Mechatronics Engineering Department, El-Minia High Institute of Engineering and Technology, El-Minia, 

Egypt. 
2 Electrical Engineering Department, Faculty of Engineering, Minia University, Egypt 

Corresponding: Ahmed A. Zaki Diab, a.diab@mu.edu.eg 

 

Abstract—Babyhood ambulatory disabilities reduce not 

only the most effective physical development but also 

children’s social attachment. Robotic aids can help 

improve the autonomy of children with disabilities; 

however, affordability issues, coverage challenges, and 

uncertainty regarding schooling requirements restrict the 

early use of these devices. In this work, we built on cheap 

research-grade learning aids for children and kept in mind 

the way to lay out and evaluate an assistive robotic that 

can aid the use of these gadgets. With kids’ contingency 

gaining knowledge of skills in thoughts, we designed a 

robotic capable of offering age-appropriate help in 

learning, such as learning the alphabet and learning many 

valuable things in daily life. Typically, this paper reports 

on others interested in assistive robotic interventions for 

babyhood ambulatory disabilities. Moreover, the results 

prove that the designed and embedded system can give an 

acceptable control performance for the robotic considering 

the conditional environmental conditions of operation.  
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 I. INTRODUCTION 

 Educational robotics is a contemporary 

innovation that improves learning environments 

and develops knowledge [1]. The development of a 

pleasant and practical environment by Educational 

Robotics increases students' interest in STEAM 

(Science, Technology, Engineering, Arts, Math) 

activities and programming [2, 3]. Educational 

robotics imparts knowledge of science, technology, 

engineering, and math [4]. It encompasses a wide 

range of educational initiatives, resources, and 

learning theories in addition to robotic technology 

[4, 5]. Knowledge of commonplace items, namely 

educational robotics, is a smart school paradigm 

component, such as speakers, buzzers, and sensors 

(temperature, proximity, motion, and light). This 

robotic is primarily made for this demographic 

because it was created to help those who have 

trouble learning [6]. 

The approach of instructional robotics is centered 

on creating a robotic from scratch and 

programming it. According to various studies [6, 

7], educational robotics has several advantages, 

including teaching students how to code and 

program and enhancing their social, mathematical, 

and physical skills. Furthermore, educational 

robotics is a state-of-the-art teaching and learning 

tool that supports students [2] comprehension of 

abstract design by enabling them to comprehend 

concepts and create multiple representations. 
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Students' learning should be increased, especially 

in the STEAM fields, by fostering their high-level 

abilities, expanding their knowledge (by tackling 

problems from the real world), and improving their 

cooperation and communication skills [8-15]. 

Kurt Lewin and John Collier [12-17] developed 

action research in the 1940s with the intention of 

involving researchers with social groups in 

problem-solving. Action Research or AR 

techniques were included in educational research 

around the beginning of the 1970s to encourage 

teachers to become better researchers and further 

their professionalization [18]. Teachers can learn 

about educational practices, develop information, 

and, if necessary, evaluate their practice using the 

action research approach [19]. Because AR is 

primarily a short-range activity carried out by the 

participants and other individuals in the same 

community intending to practice, it is applied in 

many scientific fields nowadays, including 

information systems [18]. There are several AR 

Action Research models, and practically all of 

them follow a spiral or circular approach [21, 22]. 

The most popular action research paradigm 

presents a spiral of cycles where each research 

stage contains the following phases: preparation, 

action, observation, and reflection/evaluation, 

leading into additional cycles where these phases 

are repeated [23–25]. An application installed on 

the phone may be used to control the robotic's 

movement, among other things. In addition to the 

application, you can soon command the robotic 

with your voice. For several capabilities, such as 

voice control, the robotic can first use face 

recognition to confirm the identity of the person 

making the command. 

 

II. SYSTEM ARCHITECTURE 

The emphasis on extensibility, rapid 

development, and usability in the proposed instructional 

robotic design has to be considered. The robotic's 

construction should be straightforward to build and 

should not include any problematic ("exotic") electronic 

components. In order for robotics to evolve with 

additional actuators and sensors, it should also be open-

source. As the majority of devices (smartphones, 

tablets, and PCs) can operate without an internet 

connection or the need to download and install 

software, the robotic should be easy to program. 

Children grow their imaginations and creative skills as 

a result.  

The block diagram of the robotic's architecture 

is shown in Figure 1. The major element of the block 

diagram, which determines how the robotic operates, is 

the microcontroller, which regulates several operations, 

such as, 

• To perform the role of a middleman web 

server, managing requests from users' clients (devices 

like PCs, tablets, and smartphones). 

• To link users' devices to the robotic's user 

interface (UI). 

• To convert user-provided commands in 

programming languages into directives for robotics. As 

can be seen, a platform for image processing was 

developed. 

 

Microphone 
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Ultarsonic 
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Input
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Microcontroller 

(Atmega168)
Driver

Servo 

Motor
 

Fig. 1: System Architecture 

 

1. Robotic Design  

In robotics, a chassis denotes the fundamental 

framework or structural base upon which a diverse 

array of robot components is affixed. This 

foundational structure serves the pivotal roles of 

furnishing support, ensuring stability, and furnishing a 

secure anchorage for an assortment of integral parts, 

including sensors, actuators, and control systems. 

In this paper, the robot is built on a chassis that was 

3D printed, as shown in Figure 2. Every robot 
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component is 3D created and printed, making it simple 

for the educational community to alter. The 3D pieces 

and additional parts comprise its hardware, including 

two servo motors, a battery, and a battery holder, 

numerous electrical components, and other hardware 

for assembly. 

The enclosure that houses the robotic's electronic 

components and gives it a more appealing look is 

known as the shell. One of the fundamental 

requirements for the robotic was that its design should 

be simple enough for the educational community to 

modify. Children can be able to build up the "ideal" 

for robotics by developing their creative instincts and 

imaginative faculties. Therefore, Solidworks, an 

online, cloud-based, accessible, collaborative, 3D 

program that can be 3D-printed by a 3D printer, was 

used to build its shell.  

In Figure 3, the final form of the educational 

assistant robot is illustrated, presenting its final design 

and configuration. 

 

Fig. 2: Structure of educational robotic  

 

Fig. 3: The final design and configuration of educational robotic 2. Local 

processing controller 

A CEREBOT NANO board with an Atmel 

ATmega168 microcontroller with 16KB Flash, 1KB SRAM, 

and 512B EEPROM serves as the local processing controller. 

It receives orders through a two-wire UART interface and 

converts them into motions by managing the two H-bridges. 

It takes information from two encoders positioned on each 

motor wheel's shaft. Then, it corrects the movement of the 

wheels based on that information to guarantee a straight and 

comfortable ride. This controller is compact and ideal for 

embedded robotic base control since it handles every 

component of movement, allowing the robotic base to be 

totally modular. With the aid of ATMEL AVR Studio and 

the Win AVR library, this microcontroller is programmed in 

C. Because of its wide range of supply voltage capabilities, it 

is ideal for battery-powered applications. Software-wise, the 

robotic base controls the motors by creating the proper PWM 

signal on two different channels, reading the encoders, and 

adjusting the speed in accordance with these values. 

III. THE MAIN CONTROLLER 

1. Ultrasonic sensor 

The ultrasonic sensor measures the distance. It can 

produce high-frequency sound waves that are inaudible 

to the human ear, yet when these waves strike an 

object, they bounce back as an echo. The time takes to 

bounce back to the sensor and the distance traveled are 

also determined. The sensor transmits and receives 

ultrasonic waves when it collides with an item. The 

Arduino then does some calculations to convert the 

determined value from time to distance based on 

knowing the speed of sound in the air to measure the 

distance between the sensor and the object based on the 

time between transmitting and receiving the waves. The 

Arduino can then show the distance between them on 

the LCD screen. We must divide by 2 since we want to 

compute the distance, which depends on the time to go. 
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The sensor transmits ultrasonic waves, which bounce 

back when they encounter an obstruction. This allows 

the Arduino to calculate the time it takes for the waves 

to go and return. 

 

 
Fig. 4: Ultrasonic sensor 

 

2. Central processing controller 

A PIC32MX795F512 microcontroller is found in a CHIPKIT 

Max32 board, which serves as the central processing 

controller. It runs at a relatively high frequency of 80 MHz 

and has 83 open I/O ports, 512K Flash, and 128K RAM. One 

of its most significant aspects is that this board is compatible 

with Arduino, both in terms of software and hardware. Due 

to this interoperability, the design may be quickly expanded 

by utilizing the well-known Arduino shields while ensuring 

great code portability. 

This Arduino clone serves as the primary controller and is 

linked to every part of the robotic: 

1. The range sensors 

2. The Servo motor 

3. The Bluetooth module 

4. The robotic base 

The powerful microcontroller allows for rapid system 
enhancement with multiple sensors, advanced neural 
networks, and actuators. 

 

IV. THE TABLET PC 

1. Specifications 

The TABLET PC may be an excellent tool for developers, 

mostly because it has a variety of onboard sensors and 

because its operating system, which is often Android, allows 

for quick development. This development platform offers the 

following benefits: 

The target devices are compact, portable, battery-powered, 

and multimedia-enabled; the development tools are open 

source or free; and the majority of the devices support WIFI, 

Bluetooth, GPS, and GSM. 

 The TABLET PC selected for implementation has a 1,2 GHz Cortex A8 Kernel Processor, 512 MB DDR3 RAM, and an internal memory of 4Gb, which is sufficient for storing the operating system and user data files. The web camera and accelerometer on this TABLET PC are already built-in. However, it lacks a Bluetooth module, a significant flaw addressed by a USB Bluetooth 

adaptor external to the device. This adapter fills in for the one 

that is missing, and there is no difference from a software 

standpoint. Android 2.3 is the operating system that this 

TABLET PC uses. The TABLET PC receives Internet, voice, 

or manual commands, which then process and send the 

outcome to the robotic base. 

 

2. Software client 

A software client was written in order to connect a PC to the 

TABLET PC. The software client is written in Java using. 

The Slick 2D game library. The connection is done via the 

internet, offering users a telepresence service. The keyboard 

Mapping is as follows: 

• Up key = the robotic moves forward 

• Down key = the robotic moves backward 

• Left key = the robotic turns left 

• Right key = the robotic turns right 

• Space key = sudden burst of speed 

• Q key = head up 

• A key = head down 

V. RESULTS 

This work features a constructed robot in Figure 3 that can be 

remotely controlled over the web. The following tests have 

been conducted to evaluate the performance of the presented 

design: 

 

A. First Test 

The remote user may drive the robot forward, backward, and 

left or right when the client software is linked. The user is 

able to browse remotely thanks to a video feed. The robot has 

the ability to protect itself from harm as well as the 

environment in which it operates. The robot stops at a safe 

distance from an item thanks to the two IR range sensors, and 

it prevents movement in that direction until the barrier is 

eliminated. The item can still be avoided by turning to the 

left and right or by going backward. This is a safety measure 

to prevent injury to people or environmental harm. Voice 

instructions can also be used to operate the robot. To do this, 

the user must speak "manual control" to enter a specific 

mode. By uttering the keywords "left," "right," "forward," 

and "backward," after entering this mode, the user may move 

the robot forward, backward, or turn in either direction. The 

robot moves for a certain distance when given the orders to 

go forward or backward, while the commands to rotate to the 

left or right cause the robot to spin for a predetermined 

number of degrees. The user cannot change those specified 

distances.  
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B. Second Test 

The user just uses the word "exit" to leave the manual 

command mode. Even if a user was connected to the robot 

when the manual control mode was activated, the robot could 

not be controlled remotely while in manual control mode. A 

follow-me feature may be used to control the robot. When 

using this option, the user must say, "Follow me." The robot 

then switches to a mode that keeps a safe distance from the 

person and follows them. The user must speak "stop" before 

the robot can halt. A rudimentary dialogue between a person 

and the robot is possible thanks to the robot, in which the 

person asks questions, and the robot responds. When a user 

says hello, the robot can introduce the man. The robot can 

also provide the current time and date if one asks.  

 

C. Third Test 

A primary health problem diagnostics chat is also offered so 

that the robot may advise the patient on what to do if they 

have a condition that can be treated quickly and locally, such 

as by taking some medication. If the user permits it, the robot 

can call for assistance from another human or emergency 

service. 

 

Conclusions 

In this study, an instructional robotics system produced using 

an embedded system  after being inspired by survey data was 

given a favorable evaluation by the model, which is 

especially promising for further robotics development. The 

adoption of technology by the user suggests a favorable 

psychological state towards the usage aim, thereby 

guaranteeing the success of the robotic. In addition, 

technological acceptance must always reflect consumers' 

needs for technology, and this study has certain limitations. 

First, because of COVID-19 constraints, the researchers 

could not evaluate students in the classes. Second, this model 

was employed for evaluation. It would be more trustworthy if 

this research could be utilized in conjunction with other 

theories, such as the Unified Theory of Acceptance and Use 

of Technology. Third, the participant-related characteristics 

and other external variables were not considered. Previous 

research has shown that elements such as age and gender 

might have an impact on users' opinions. Future work has 

been planned to improve the control performance of the robot 

by integrating advanced control algorithms and incorporating 

AI and image processing techniques. 

 

References 

1. Papadakis, S. Robots and Robotics Kits for Early Childhood 

and First School Age. Int. J. Interact. Mob. Technol. 2020, 14, 34–

56. 

2. Chatzopoulos, A.; Papoutsidakis, M.; Kalogiannakis, M.; 

Psycharis, S.; Papachristos, D. Measuring the Impact on 

Student’s 

Computational Thinking Skills through STEM and Educational 

Robotics Projects Implementation. In Handbook of Research on 

Tools for Teaching Computational Thinking in P-12 Education; 

Kalogiannakis, M., Papadakis, S.J., Eds.; IGI Global: Hershey, PA, 

USA, 2020; pp. 234–284.  

3. Papadakis, S. The Use of Computer Games in Classroom 

Environment. Int. J. Teach. Case Stud. 2018, 9, 1.  

4. Chatzopoulos, A.; Papoutsidakis, M.; Kalogiannakis, M.; 

Psycharis, S. Action Research Implementation in Developing an 

Open Source and Low Cost Robotic Platform for STEM 

Education. Int. J. Comput. Appl. 2019, 178, 33–46.  

5. Daniela, L.; Lytras, M.D. Educational Robotics for Inclusive 

Education. Technol. Knowl. Learn. 2018, 24, 219–225.  

6. Papadakis, S.; Vaiopoulou, J.; Sifaki, E.; Stamovlasis, D.; 

Kalogiannakis, M.; Vassilakis, K. Factors That Hinder In-Service 

Teachers from Incorporating Educational Robotics into Their 

Daily or Future Teaching Practice. In Proceedings of the CSEDU 

2021—13th International Conference on Computer Supported 

Education Computational, Online, 23–25 April 2021; Csapó, B., 

Uhomoibhi, J., Eds.; SciTePress: Setúbal, Portugal, 2021; Volume 

2, pp. 12–26. 

7. Kalogiannakis, M.; Papadakis, S.; Dorouka, P. Tablets and Apps 

for Promoting Robotics, Mathematics, STEM Education and 

Literacy in Early Childhood Education. Int. J. Mob. Learn. Organ. 

2020, 14, 255.  

8. Papadakis, S.; Vaiopoulou, J.; Sifaki, E.; Stamovlasis, D.; 

Kalogiannakis, M. Attitudes towards the Use of Educational 

Robotics: Exploring Pre-Service and in-Service Early Childhood 

Teacher Profiles. Educ. Sci. 2021, 11, 204.  

9. Papert, S. Mindstorms: Children, Computers, and Powerful 

Ideas; Basic Books, Inc.: New York, NY, USA, 1980.  

10. Kalogiannakis, M.; Tzagaraki, E.; Papadakis, S. A Systematic 

Review of the Use of BBC Micro: Bit in Primary School. In 

Proceedings of the 10th International Conference New 

Perspectives in Science Education, Florence, Italy, 18–19 March 

2021; FilodirittoPixel: Bologna, Italy, 2021.  

11. Mavrovounioti, V.; Chatzopoulos, A.; Papoutsidakis, M.; 

Piromalis, D. Implementation of an 2-Wheel Educational 

Platform for STEM Applications. J. Multidiscip. Eng. Sci. Technol. 

2018, 5, 8944–8948.  

12. Xatzopoulos, A.; Papoutsidakis, M.; Chamilothoris, G. Mobile 

Robotic Platforms as Educational Tools in Mechatronics 

Engineering. In Proceedings of the International Scientific 

Conference eRA-8, Niš, Serbia, 18 October 2013; pp. 41–51. 

13. Melkonian, S.; Chatzopoulos, A.; Papoutsidakis, M.; Piromalis, 

D. Remote Control via Android for a Small Vehicle’s 2-Wheels 

Balancing. J. Multidiscip. Eng. Sci. Technol. 2018, 5, 8964–8967. 

14. Vamvakopoulos, P. Educational Robotics Event. Available 

online: http://proodeutiki.gr/?p=84681 (accessed on 2 January 

2020). 

15. Municipality, AV Educational Robotics Event for Elementary-

High School-High School Students. Available online: https:// 

agiavarvara.gr/event/ekdilosi-ekpaideytikis-rompotikis-gia-

mathites-dimotikoy-gymnasioy-lykeioy/ (accessed on 2 January 

2020). 



Vol.43, No.2. July 2024 

390 

 

16. Chatzopoulos, A.; Kalogiannakis, M.; Papadakis, S.; 

Papoutsidakis, M.; Elza, D.; Psycharis, S. DuBot: An Open-Source, 

Low-Cost Robot for STEM and Educational Robotics. In Research 

Anthology on Usage and Development of Open Source Software; 

IGI Global: Hershey, PA, USA, 2021; pp. 329–353.  

17. Mertler, C.A. The Wiley Handbook of Action Research in 

Education; Mertler, C.A., Ed.; John Wiley & Sons, Inc.: Hoboken, 

NJ, USA, 2019. 

18. dos Santos, P.S.M.; Travassos, G.H. Action Research Can 

Swing the Balance in Experimental Software Engineering. In 

Advances in Computers; Elsevier: Amsterdam, The Netherlands, 

2011; Volume 83.  

19. Cohen, L.; Manion, L.; Morrison, K. Research Methods in 

Education, 8th ed.; Routledge: London, UK, 2018. Educ. Sci. 2022, 

12, 274 20 of 21 

20. Villanueva, J. Flipped Inclusion Classroom: An Action 

Research. In Proceedings of the 21st Annual Teaching Colleges 

andCommunity Worldwide Online Conference, Online, 19–21 

April 2016; 2016; pp. 1–16. 

21. Kemmis, S.; Nixon, R.; McTaggart, R. The Action Research 

Planner. Doing Critical Participatory Action Research; Springer: 

Singapore, 2014.  

22. Elliott, J. Action Research for Educational Change, 1st ed.; 

Open University Press: Philadelphia, PA, USA, 1991. 

23. Carr, W.; Kemmis, S. Becoming Critical. Education, Knowledge 

and Action Research; Taylor & Francis e-Library: Abingdon, UK, 

2004. 

24. Santos, I.M.; Ali, N.; Hill, A. Students as Co-Designers of a 

Virtual Learning Commons: Results of a Collaborative Action 

Research Study. J. Acad. Librariansh. 2016, 42, 8–14.  

25. Gibbs, C.; Kooyman, B.; Marks, K.; Burns, J. Mapping the 

Roadmap: Using Action Research to Develop an Online 

Referencing Tool. J. Acad. Librariansh. 2015, 41, 422–428.  


