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Abstract

Industrial Internet of Things (1°0T) gives more accessibility and reliability of the industrial systems.
Thence, most industrial processes have been tended to be controlled and monitored through the Internet. The
control design is an important requirement for industrial processes. For a long time, there are two main types
of controllers that have shown their effectiveness in the industrial control applications, the Proportional-
Integral-Derivative (PID) controller and Model Predictive Control (MPC). PID and MPC are introduced to
be designed for the control of the Double-tank System (DTS). Genetic Algorithm (GA) is used for tuning the
PID controller with anintegral of the Absolute value of the Error(IAE) performance index. MPC is designed
using the state-space model of the system to get more information about the system during the optimization.
Simulation results of the controllers are presented to realize the performances of the designed controllers.
Node.js frameworks are developed to implement the PID and MPC controllers. Node.js is a runtime
environment built on Chrome’s V8 engine that executes JavaScript code. Real-time implementation is
displayed using the Node.js platform to demonstrate the best performance of the controllers in the real-time
control system.

Keywords— Double-tank System (DTS), Industrial Internet of Things, Model Predictive Control (MPC),
Receding Horizon, Control Horizon,PID Control, Genetic Algorithm (GA), Nodejs.

controllers, actuators that interconnected with each

1. INTRODUCTION other by local area networks to an edge gateway.

The concept of the Internet of Things (IoT) depends  These edge gateways are connected to the internet
on converting traditional devices or things to  to get the advantages of the 10T[2].The controller
devices connected to the internet. In the industrial design is the main objective of the industrial
field, the factories have exploited the 10T to  internet application. In the industrial systems, the
improve the execution of industrial applications and  Proportional-Integral-Derivative (PID) controller
smart manufacturing after the fourth industrial and Model Predictive Control (MPC) have
revolution (Industry 4.0). Industrial Internet of  distinguished in designing more efficient
Things (1°0T) or that known as industry 4.0 merges  controllers. PID is considered the most popular
the concept of 10T to the Cyber-Physical Systems  controller in industrial applications because of its
(CPS).I%0T includes machine-to-machine (M2M)  simplicity and capability[3]. MPC is a considerable
communication ~ and  different  industrial  diffusion technology in the industrial field and
communication  technologies with automated  many other fields, for control design of complicated
applications that called the industrial internet[1]. multivariable processes. MPC design takes into
The industrial internet application needs to be  consideration the system dynamics and limitations

controlled inside the network that has operated in. [4], this gives the importance of designing MPC in
The industrial internet is made up of sensors, different control systems.
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Double-tank System (DTS) is one of theindustrial
production processes with two-degree-of-freedom
(2-DOF). The DTS is addressed by (Astrom and
Ostberg) [5] as an educational laboratory. The main
objective of this laboratory was an emphasis on the
connection between control theory and its
application in the real world.This is to understand
what it is teaching in automatic control courses and
how it could be applied in real applications. The
importance of the DTS is not limited in educational
experiments but it also has many applications in
processing and production industries, such as food
processing, beverage, dairy filtration, effluent
treatment,  pharmaceutical  industry,  water
purification system, industrial chemical processing
and Heating, Ventilating and Air Conditioning
(HVAC) systems, etc. [6-8].Also, a chemical
reactor is a standard example that controls a liquid
level at a specific height to get a constant flow rate
of the tank output [9].From the previous works of
controlling the DTS, the PID controller has proved
its efficiency in liquid level control. The parameters
of the PID controller are adjusted with different
tuning methods [8, 10] such as Ziegler-Nichols (Z-
N), Cohen-Coon (C-C), Ciancone correlation
(CCR), and Pole Placement (PP). The PID alsohas
been tuned by different optimization techniques
such as Genetic Algorithm (GA) [11], Harmony
Search (HS) optimization algorithm [12], Whale
Optimization Algorithm (WOA) [13], Particle
Swarm Optimization (PSO) algorithm [14] and
Modified Flower Pollination Algorithm (MFPA)
[15] to enhance control performance. In[16], fuzzy
controllers are used with the PID controller to
improve performance. The fuzzy control eliminates
greater errors, while PID deals with smaller errors.
This concept of dealing with different values of
errors using different types of controllers gives the
application of hybrid controllers. The hybrid
controller of the DTS is addressed in [17]by using
mixed controllers that switch between different
types of controllers. The PID and different optimal
controllers are applied for the implementation of the
hybrid controller technique. The Time Minimal
Control (TMC) is utilized with the PID controller to
generate the hybrid controller in [18]. The model-
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based backstepping controller is one of the
nonlinear control designs that developed for the
state-coupled, two-tank to control the level of the
lower tank [6].Different modern control techniques
can be applied such as Model-Free Adaptive
Control (MFAC) [15], Model Reference Adaptive
Control (MRAC) [19], Artificial Neural Network
(ANN) [20] and Model Predictive Control (MPC)
[21]. The MPC has been used to control the DTS
because of its robustness in many industrial systems
using linear or non-linear systems [7, 10, 22].

This paper introduces an industrial internet platform
to control the DTS by the MPC in real-time
operation. The performance of theMPC is compared
to the PID controller which is designed inthe
previous work of the authors in [23]. The PID
controllers for the DTS comprising different
configurations such as P, PI, PID controllers that are
tuned by various empirical and heuristic methods.
The best controller had been chosen here to
compare it with the MPC designed in this paper.
The main contribution of this paper is to develop
and investigate real-time MPC for software
platforms applicable inthe Internet of Things and
industrial internet. The real-time MPC has been
designed and implemented on a Galileo embedded
board and Node.js as a server for a networked
control. This Node.js platform has been used to
control the industrial internet DTS.

This paper is formulated as follows. Section 2
describes and illustrates the linear and non-linear
mathematical model of the DTS. In Section 3, the
PID is designed with GA to tune the parameters of
the PID controller. MPC isdescribed and designed
in  Section 4.Simulation results and real-time
implementation are presented in Section 5 and 6,
respectively. Finally, conclusions are clarified in
Section 7.

2. DOUBLE-TANK SYSTEM DESCRIPTION

A. Double-Tank System Model

The DTS consists of two cascaded tanks, one pump
and a basin (reservoir), the two cascaded tanks have
a small orifice outlet in the bottom that allows each
tank to discharge the liquid through it. As shown in
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Fig.1, Tank 1 (the upper tank) is supplied by the
pump with varying speed, Tank 1 feeds Tank 2 (the
lower tank) while Tank 2 feeds the reservoir at the
bottom. There is a liquid level sensor that measures
the liquid level in Tank2[5].

The non-linear model of the DTS is defined by the
differential equations in Equationsl, 2 and 3,
which describe the time rate of change ofliquid
level of the two tanks and the output equation of the
system respectively. The parameters values of the
DTS are given in Table 1.

dh, 2gh; Ku
=g X 1
it a, A, + A, 1)
dh,  2gh, J2gh, ,
—=—a + a (2)
de A, A,
y=h 3)
[ Y
Tank 1
v
Tank 2
I’um[]).‘\—J
/ﬁg v
Basin
(Reservoir)

Fig. 1 Double-tank System Diagram

The linear mathematical model of the DTS can be
represented by the continuous-time state-space
representation in Equations 4 and 5 :

h(t) = A; h(t) + B, u(t) 4)
y(t) = Cc h(t) 5)

where u is the manipulated variable (Pump speed), y
is the measured variable (tank level), his the state
variable vector and A,B; and C. are the state n X n,
input-to-state n X p and output-to-state m X n
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respectively of the continuous-time state-space
model, where n is a number of states, p is a number
of inputs and m is a number of outputs.The final
approximation of the linear continuous-timestate-
space model of the DTS that calculated to an
equilibrium point is given in Equations 6 and 7 .

N 0
. o
[hl] B Al Zh 1 [hl]
S h
e I RN I S
A; |2h°% A, [2h°,
K
+ |4, | u
L 0
y=10 1] )
2
TABLE 1 DOUBLE-TANK SYSTEM PARAMETERS
Parameter Description Value
A A, Tanks cross-sections 225 cm?
Orifice cross-section of 2
1 the upper tank 0.3933cm
Orifice cross-section of 2
a2 the lower tank 0.2576 cm
g Acceleration of gravity 980 cm/s?
K Pump Constant 185.74 cm3/Vs
Limits of the liquid level
hy, hy of the tanks 0—27cm
o The equilibriumpoint of
h*y the upper tank 6 cm
o The equilibriumpoint of
h* the lower tank L4 cm

B. 10T Control Platform

loT has become a backbone of the access control
system of the I0oT devices. Each device has an IP
address that is used to communicate the devices
with each other over the network. These devices can
be managed, monitored or controlled with a
Graphical User Interface (GUI) that is connected to
the network[24]. The overall system consists of two
main parts: server-side and client-side as illustrated
in Fig. 2. The server-side has been developed with
the Node.js server that handles the requests with an
event-driven handler. This event-driven gives the
server scalability and fast response for the real-time
controller. The client-side is consisting of the
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process-side and the user-side. The process-sideis
presented in the DTS system that is connected to the
embedded Galileo board to give the connection to
the network. Also, the calculations of the
controlsignals have been done through it. The user-
side that provides the GUI for the user has been
developed with HTML, CSS andJavaScript.
Bootstrap is also used to give a responsive web
application to the user. The user can monitor and
control the process-side from the user-sideby
starting/stopping the process and setting the
controller parameters. The server-side is connected
to the client-side through the HTTP protocol, which
transmits the requests and responses between
them.This platform was developed by the authors in
previous work for a hybrid controller that has been
implemented for a benchmark Quadruple Tank
Process (QTP)in [25].

Client-side

o —————

[ \
| Process-side 1
! System :
1 Controller 3 .
| .
1 ‘.‘r‘mde ! :
: e L | REgy Apy Server-side
= | T

= b
1 -~/
U s : . _|nede
1 ser-side 1 Ry P\Y 0s) ~
1 ' BY»S S
1 e
: Bootstrap ‘,g JS /
: 5E |

1

| & |
! 1
L@ |
1

_______________

Fig. 2 The Architecture of the Implemented Control IoT
Platform

3. PID-CONTROLLER DESIGN

The PID controller is one of the most common,
simple and efficient control techniques that is used
in industrial control systems. More than 95% of the
industrial processes controllers are designed using
the PID controller, especially the Single-Input
Single-Output (SISO) systems and gives a better
performance with processes of low to medium
order[26]. The PID controller continuously
calculates an error value as the difference between
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the desired output and the current process
variable.The controller tries to minimize the error
over time by adjustment of a control variable to a
new value determined by a weighted sum as
described in theldeal form of the PID controller
presented in Equation 8 [27]:
¢ de(t)

u(t) = Kye(t) + Kifo e(t)dt + K, T (8)
where, K,, K; and Kyare the proportional, integral
and derivative gains respectively,u is the control
action and e is the error between the currentand
desired output of a controlled system.

The GA algorithm is used to obtain the optimum
values of the PID controller parameters to control
the DTS[11, 28].Using GA in designing the PID
controller helps to configure the dynamic behavior
of the control system. The GA needs little
information about the type and the area of the
parameters of the controller which are suitable for
the system behavior[29]. The idea of GA based on
generating new offspring as candidate solutions
until the population is completed. The process of
minimizing the fitness function or called (cost
function) of the GA is executed using crossover,
mutation and selection to find the best values of the
PID parameters [30]. The fitness function has been
determined in this paper, by using the Integral of the
Absolute value of the Error (IAE) performance
index, which is defined in Equation 9 [31].All the
integral  performance indices have  been
benchmarked and compared to the DTS in [23].
IAE has shown better performance results compared
to the ISE and ITAE for tuning the PID controller.
The optimization of the PID parameters is done
with the linear model of the DTS using the Global
Optimization Toolbox on MATLAB R2018a and
Simulink[32]. The configurations of the GA
parameters are given in Table 2. The optimizations
and simulation results are performed using PC with
Intel Core i7-7500U @ 2.8 GHz and 8.00 GB
RAM.

TABLE 2 CONFIGURATIONS OF GENETIC ALGORITHM

PARAMETERS

Option
Population Size

Configuration
50
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Number of Generations
Elite count 3

Crossover Fraction 0.8

Function Tolerance 1e-06
K, K; K,
Initial populations 3.3 0.06 30
Initial range Lower bounds 0 0 0
g Upper bounds 10 5 50

(o]
IAE = J. le(t)|dt 9)
0

4. MODEL PREDICTIVE CONTROL DESIGN

MPC strategies have an acquired important role in
both theory and applications in control systems. The
notion of MPC is depending on analyzing the
system dynamics of the open-loop system and
describe the relations between the variables of the
system, which include manipulated variables
(inputs), internal states and measured variables
(outputs). An optimal control problem is solved at
each sampling time in a receding horizon depending
on the current measured or estimated states. The
construction of the optimal problem is based on the
system dynamics (system model), constraints,
weights, initial states and reference signals[4,
33].The designing of MPC is starting by predicting
the output of the system from the future control
signal inside the prediction horizon or optimization
window which is defined as the number of samples
N,,. The future control trajectory has been obtained
by the vector of themanipulated variables AU which
the number of its values known as the control
horizon N..

According to the historical story of an MPC
development, there is a variety of models that have
been addressed, such as step-response models,
input-output models, state-space models, etc. The
state-space model is used in this paper to design the
MPC because of the harmony of controller design
and system analysis. Using the state-space model in
designing MPC gives more system information that
makes it easier to predict the further forward in the
receding horizon by the current information at the
current time. During the past decades, the state-
space model has proved its worth in developing
MPC on the theory and applications [34].
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Although the state-space model is preferred for
Linear Time-Invariant (LTI) systems, the accurate
results might not be promised. To get accurate
results, it should usually scale or normalize the
matrices (A¢,B¢, Cc) of the system to enhance their
numerical conditioning. The normalized
continuous-time  state-space model shown in
Equations 10 and 11 has been transformed into the
discrete-time state-space with a sample time Ts = 1.

h(k + 1) = Ag h(k) + By u(k)

y(k) = Cq h(k)

where, A4, B4 and Cgq are the state, input-to-state and
output-to-state matrices respectively of the discrete-
time state-space model.The state-space model that
is used to design the MPC is called the augmented
model, which has been described in Equations 12
and 13.

(10)
(11)

h(k +1) = Ah(k) + B Au(k) (12)

y(k) = C h(k) (13)
where h(k + 1), h(k) are defined as shown in
Equation (14), Au(k) is calculated as presented in

Equation 15 and the matrices A,B and C are
calculated by the Equation 16 .

_ Ah(k +1) _ Ah(k)

e+ =[la 5] fw=[ie] ae

Au(k) = u(k) —u(k — 1) (15)
A ol B

=l Ho=llemo 1 o

whereog; = [0 0 0],n is the number of

states of the system,Ah(k) and Ah(k + 1) are
calculated as presented in Equations 17 and 18
respectively.

AR(K) = h(k) — h(k — 1) (17)

Ah(k + 1) = h(k + 1) — h(k) (18)

The objective of the MPC in most control problems
is to minimize the error of the system by carrying
the predicted output as near as possible to the set-
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point. Also, MPC aims to find the best control value
of vector U to apply the first value of the vector on
the system. The cost function that is defined in
Equation19 is combined the two objectives of
minimizing the error and taking the interest to find
the best AU when the cost function J is minimized
as possible. The AU is a vector that contains the
future trajectory of controlhas defined in Equation
20 .

1= min (R~ FR(K)) (R - FR(K))

— 2AUT @T(R — Fh(k))
+ AU (" + Q)AU)

(19)

S.t. f_l(k +1)=A4 f_l(k) + B Au(k)
Atppin < Au(k) < Ay
Umin < U(k) < Uy

Ymin < y(k) < Ymax

Where, umin = 01 umax = 11 Aumin = _1’
Aumax = 1,Ymin = 0 andymay = 27.

AU = Au(k)Au(k + 1) Au(k + 2) (20)
Au(k + N, — 1)

The necessary condition of the minimum J is

obtained by aaA_]U = 0, then, the optimal AU that will

minimize J is expressed in Equation21.The
predicted output can be calculated as described in
Equation22 using the current state h(k) and the
future control movement Au(k +1i) where,
i=012-+ N, — 1.

AU = (@"@ + Q) " (¢"R — @"Fh(k)) (21)

Y = Fh(k) + @AU (22)
where,the matrix (@T@ + Q)~! is known as the
Hessian matrix in the optimization literature and
Q,R,F and ¢ areweight matrices in the cost
function of predictive control[10].

The implementation of the MPC in real-time is
performed by applying the algorithm that is
illustrated by the flowchart shown in Fig. 3. The
state-space model of DTS is introduced to the
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optimizer of MPC and the prediction and control
horizon are determined according to the system
behavior and its dynamics. Long or short prediction
horizon effects on increasing or decreasing the
condition of the Hessian matrix. The short
prediction and control horizons have generally
decreased system stability. If the prediction and
control horizons are increased, the stability and the
performance of the closed-loop system will be
increased. This would increase the execution time
and the response might be delayed, or the high-
performance hardware will be needed [35]. The
prediction horizon has been chosen to meet both
objectives of the speed of the execution and the
stability of the system. The control horizon should
be less than or equal to the prediction horizon. The
values of the prediction horizon and control horizon
are chosen to meet two of these objectives over
several phases of empirical simulations. Therefore,
N, =50and N,=5 are used in the MPC
optimization window.
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Fig. 3 MPC Algorithm Flow Chart
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5. SIMULATION RESULTS

The simulation comparison of the PID and MPC is
performed on MATLAB Simulink as shown in Fig.
4. The PID controller block is constructed of the
three parts of the proportional, integral and
derivative of the error, then summed together to get
the control signal. The implementation of the MPC
is carried out with the Model Predictive Control
Toolbox of MATLABI[36], the toolbox gives the
advantages of using state-space matrices, limitations
of the plant and any delays could be caused by the
system.The comparison is done between the two
controllers using corresponding  timeresponse
characteristics and the values of the Integral of the
Squared Error (ISE) of the system responses.ISE is
used in comparison to get the best minimum values
for large errors, especially at the beginning of the
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response. These time characteristics are compared
for the step responses of the two controllers at 15
cm tank level. The output responses of the
simulation of the PID and MPC controllers are
shown in Fig. 5. Fig. 6 shows the difference
between the control signals generated with the PID
and MPC controllers. Table 3 presents the response
time characteristics of the PID and MPC controllers.
From the results, the MPC gives overshoot smaller
than the PID controller with approximately 15%
and smaller in settling time and the ISE
value.Another two test cases are applied to the
system, the first test case starts from 0 cm initial
value of the level and steps up to 10 cm then steps
up to 20 cm then finally steps down to 15 cm as
shown in Fig. 7. The second test case starts from 10
cm initial tank level and steps up to 18 cm then
steps down to 7 cm as shown in Fig. 9. The
behaviors of the controllers are shown for the two
test cases in Fig. 8 and Fig. 10 respectively. All test
cases provide that the MPC gives better
performance than the PID controller.

Double-tanks System
+

Input L‘
PID Controller [ ]
u(t) ™

fog

Error Output

¥(©)

Set-points
—— 4
r(t) - e(t)

—|C

Tank Level

o
Measurcments
TDouble-tanks System
+
( Input M| Outpul
ulpu
MPC T | Oueut ﬁ
e ¥
DTS Cost System ey | |
Model | Function | Constraints i Tank Level
\ J =
l Measurements

Fig. 4 Simulink Block Diagram of PID and MPC Controllers
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TABLE 3 SIMULATION RESULTS OF THE STEP RESPONSES OF THE
PID AND MPC CONTROLLERS

Controller Rising Overshoot S_ettling ISE
Time () (%) Time () Value
PID 55.00 28.16 755.12 11.15
MPC 56.91 13.60 152.13 9.31

6. REAL-TIME IMPLEMENTATION AND RESULTS

The real-time implementation of the industrial
internet DTS is illustrated in Fig. 11. The control of
the industrial internet platform is built on the
Node.js  framework  using Intel  Galileo
Development Board. The algorithms of the
controllers are developed using JavaScript to
perform all mathematical operations of the
algorithm and to manage the internal architecture of
the Galileo board. The PID control algorithm is
generated to calculate the desired control
signalaccording to the instant error and the
restrictions of the hardware are considered. The
MPC control algorithm is generated to calculate the
optimum AU which gives the minimum objective
function of the predictive control. The constraints
on the control variable, incremental control variable
and output are applied. Frameworks in [37] and [38]
have used a MATLAB script to generate the PID
andMPC controllers in JavaScript code respectively.
The two controllers are performed on the Node.js
platform within a network. The measured values

Control Signal ¢ “

e

Sensor Readings

_nede

Double-tank System

from the plant that is controlled with the PID and
MPC are refined by using a Kalman filter to reduce
noises from the readings of the level sensor. The
Kalman filter is an algorithm that calculates the best
estimate of inaccurate data which contains noises
then updates the current state of the system
continuously[39, 40]. Real-time results are taken
place in the Laboratory of Control Systems at
Computers and Systems Engineering Department,
Faculty of Engineering at Minia University, Egypt.
The responses and the control signals of the PID
and MPC controllers are shown in Fig. 12 and Fig.
13 respectively. The control signal provided by the
MPC has smaller oscillations than the signal
provided by the PID which is reduced the effort on
the hardware. Fig. 14 shows that the values of Au of
the MPC are in the required limits during the
optimization window. From Table 4 that presents
the response characteristics of each controller, the
MPC proved its efficiency also in the real-time
results.This overshoot occurs in real-time due to
over-approximation of actuators and sensors in the
system. The pump and the level sensor have delay
time with nonlinear characteristic curve. To
simplify the modeling process for the predictive
model, both the pump and the sensor are modelled
as a linear gain. This simplifies the implementation
of MPC and a linear type at the expense of
overshooting at wider step commands.

N
\
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\
\
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\
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———

Fig. 11Real-time implementation of the Industrial Internet DTS
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TABLE 4 REAL-TIME RESULTS OF THE PID AND MPC
CONTROLLERS

Controller Rising Overshoot Settling ISE
Time () (%) Time (3) Value
PID 120.84 55.16 1015.3 30.35
MPC 118.37 36.77 1011.3 22.40
1. CONCLUSION

This paper introduced a real-time platform built
in Node.js for an 1°0T system that had been
controlled with the MPC. The MPC controller was
compared with the PID controller to get the best
liquid-level regulation of the DTS. Simulation and
real-time results were presented to illustrate the
improved performance of the submitted controllers.
The PID controller was tuned with the GA to get the
optimal parameters of the PID controller. The GA
was chosen to find the PID parameters because of
the double integrating plus dead-time dynamics of
the DTS. The IAE performance index was used in
calculating the objective function of the GA. The
MPC was designed to control the DTS using the
state-space  model which had given more
information to produce the predictive output.
Node.js frameworks were developed to implement
the PID and MPC controllers of the industrial
internet platform. From the experimental results, the
MPC provided better performance compared to the
PID and had smaller time response characteristics.
In the future work, the real-time implementation of
the MPC on the industrial internet DTS built on the
Node.js platform will be applied to a more complex
system. Quadruple Tank Process (QTP) will be used
as an extended work of the DTS to investigate the
performance of this platform to a MIMO system.
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